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Abstract: The transformative potential of open-source Al platforms like ChatGPT in education
highlights the importance of understanding user motivations and perceptions. This research investigates
key factors influencing the behavioural intention to use ChatGPT in higher education. Employing a
positivist paradigm, the study uses the Unified Theory of Acceptance and Use of Technology (UTAUT)
model as a theoretical foundation to develop a survey questionnaire. Descriptive analysis, Partial Least
Squares Structural Equation Modelling (PLS-SEM), and Multi-Group Analysis (PLS-MGA) were used
to analyse survey responses from 353 university students. Key findings reveal that performance
expectancy and learning value are critical factors in students' intention to use ChatGPT. Interestingly,
social influence has minimal impact on adoption intentions. The results also indicate that demographic
factors such as age, gender, and education level generally do not significantly influence the relationships
between independent variables and the intention to adopt ChatGPT. A slight exception was found in
the field of study, which impacts the relationship between Social Influence and Behavioural Intention.
This research contributes to the growing body of knowledge on Al adoption in education, offering a
nuanced understanding of student attitudes towards ChatGPT. By identifying key drivers of adoption,
the study paves the way for more effective integration of Al tools in academic settings, potentially
enhancing the quality and personalization of education. These insights can inform pedagogical
practices, guide academic policymakers, and assist Al application developers in understanding the
potential implications and effective strategies for integrating advanced language models in education.
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1. Introduction

In an era of rapid technological advancement, the adoption of innovative tools has become pivotal
for enhancing learning experiences and engagement. This study explores the technical, educational, and
sociological drivers influencing the uptake of ChatGPT among higher education students. Open-source
Al derivative platforms like ChatGPT represent a novel development in language processing
technology, sparking a transformative revolution in academics, research, and professional practices.
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ChatGPT's ability to simulate natural conversations makes it a promising tool in educational settings
(Perera, 2023; Montenegro-Rueda, 2023) for supplementing learning materials (Kirmani, 2023). Fu et
al. (2024) supports Redzuan et al. (2013) assertion that positive user experience is linked to positive
emotion, which are crucial for engaging students in online learning. Additionally, students' readiness to
embrace technological innovations profoundly impacts the evolution of educational and academic
practices (Shoufan, 2023; Zacharias & Nikolopoulou, 2022; Mhlanga, 2023). Moreover, an effective
internet-based learning could benefit not only at-risk students but also other learners as a means of
enhancing their learning capabilities (Bajaj, 2024; Isa et al., 2015; Redzuan et al., 2011). Educators also
benefit from the automation of teaching activities (Tajik & Tajik, 2023). However, integrating ChatGPT
in higher education introduces intricate challenges regarding technical and ethical considerations, such
as information bias, transparency, and academic dishonesty. These issues raise concerns for responsible
integration and informed policymaking. The insights from this study can aid educators, students, and
administrators in improving their practices and guide policymakers towards effective adaptation of
ChatGPT and similar technologies within the academic environment. As of July 2024, research on
ChatGPT's implications in academia remains limited. The body of knowledge on this topic only began
to emerge in June 2022, as the technology was introduced for public use in March 2022. Being a
relatively recent innovation, its implications and impacts are still under observation, with significant
gaps in studies due to limited research on user acceptance and use (Yifan, Mengmeng & Omar, 2023).
This study has implications for curriculum design, resource allocation, and institutional planning.
Educators can adapt their teaching strategies to align with the identified factors, fostering an engaging
and effective learning environment with pedagogically sound practices. Developers can gain insights
into specific key drivers, informing the design improvement of educational technologies that better align
with student needs. Furthermore, this research addresses interdisciplinary fields such as Educational
Technology, Technology Adoption, and Human-Computer Interaction. Adapting academic and
pedagogical practices in accordance with emerging technologies will contribute to their successful
integration in higher education.

This research aims to identify key motivational factors and analyse their influence on higher
education students' behavioural intention to use ChatGPT. Specifically, it examines the impact of
performance expectancy, effort expectancy, social influence, and learning value. The study explores
correlations between these factors and the behavioural intention (BI) to use ChatGPT through four
targeted research questions (RQ), which are:

RQ1: What is the correlation between Performance Expectancy and BI to use ChatGPT?
RQ2: What is the correlation between Effort Expectancy and BI to use ChatGPT?

RQ3: What is the correlation between Social Influence and BI to use ChatGPT?

RQ4: What is the correlation between Learning Value and BI to use ChatGPT?

2. Theoretical Background

ChatGPT (referring to ChatGPT, GPT-3, or ChatGPT 3.5) is a "Large Language Model" (LLM)
recently developed by OpenAl. It's a text-generative tool within the field of Natural Language
Processing (NLP), (Khalkar et al., 2021). GPT, which stands for "Generative Pre-trained Transformer,"
is based on the Transformer model originally developed by Google. Launched on November 30, 2022,
ChatGPT is available as a freemium service. ChatGPT falls under the category of Generative Al,
capable of creating new content (Fui-Hoon, 2023). Its performance is continually refined through deep
learning, utilising data collected from user prompts (Koubaa, 2023). This process is part of its
"Transformer architecture," which is pre-trained on vast datasets. The current versions of ChatGPT
offer various applications, including translation, analysis, and summarisation. It can comprehend and
produce human-like text, as well as generate creative content such as charts, tables, and images
(Kirmani, 2023; Hassani, 2020). Programmers frequently use it to generate basic to mid-level code for
numerous applications (Biswas, 2023; Nigar, Surameery, & Shakor, 2023). ChatGPT can function as a
conversational agent with an assigned persona (De Winter, Driessen, & Dodou, 2023), achieved through
prompt engineering (Shoufan, 2023). While it excels at problem-solving tasks, its mathematical
capabilities are limited (Frieder et al., 2023).
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The evolution of technology necessitates changes in traditional academic practices as Al
penetrates more roles, tasks, and industries (Hassani et al., 2020). Emerging challenges include
algorithmic bias and auto-generated text being passed off as original authoring (Medina-Romero, 2023).
Montenegro-Rueda (2023) observed that ChatGPT's general impact on students' learning and educators'
teaching practices is largely positive, further enabling global learning (Biswas, 2023). Perera et al.
(2023) assessed it as a beneficial tool for content creation, creative writing, grammar correction, and
vocabulary enhancement (Dempere, 2023; Oranga, 2023). ChatGPT excels as a virtual tutor and assists
in optimising code snippets (Biswas, 2023; Nigar, Surameery, & Shakor, 2023). It facilitates idea
generation in an engaging manner (Mhlanga, 2023; Dementieva et al., 2023). The interactive chat can
be used for brainstorming sessions, allowing users to explore various perspectives and refine their ideas
(Oranga, 2023; Mhlanga, 2023; Biswas, 2023). Its free availability democratises access to valuable
educational resources, potentially reducing educational inequities (Shalva, 2023). To encourage the
adoption of GPT technology, it's crucial to provide teacher training on ethical and optimised usage
(Montenegro-Rueda, 2023; Medina-Romero, 2023). The potential benefits are considered particularly
significant for developing nations (Mhlanga, 2023). ChatGPT can simplify complex queries and offer
explanations suitable for all educational levels. Its 24-hour availability provides assistance at any time
(Dementieva et al., 2023), and it can promptly assess assignments, offer feedback, and identify areas
for improvement (Bozic, 2023). However, challenges, limitations, and biases within the technology can
hinder its adoption or usage. Algorithmic bias and prompt manipulation can lead to the generation of
biased or false information (Geoffrey, 2023). There are concerns that it may limit users' innovative
thinking and undermine crucial skills such as critical thinking and information analysis (Yeo, 2023).
Shkliarevsky (2023) argues that ChatGPT's perceived impact in most applications is overestimated.
Ariyaratne (2023) raises concerns about legal liability, particularly regarding its use in medical research
(Kim et al., 2023) or clinical practice.

The Technology Acceptance Model (TAM), developed by Fred Davis in 1989, explains how
users accept and use new technologies. The model establishes two primary contributing factors:
"perceived usefulness" and "perceived ease of use." In higher education, educators' and students'
perceptions of ChatGPT's ease of use and usefulness significantly impact its acceptance and use
(Shaengchart, 2023). An extension of TAM is the Unified Theory of Acceptance and Use of Technology
(UTAUT) and UTAUT2, which incorporate additional factors (Venkatesh et al., 2012). The original
publication demonstrates that UTAUT can explain 70% of the variance in "Behavioural Intention,"
making it a reliable predictive tool (Williams, 2015). It identifies four key constructs—Performance
Expectancy (Chatterjee & Bhattacharjee, 2020), Effort Expectancy, Social Influence (Leow et al., 2021;
Sing et al., 2022) and Facilitating Conditions—that contribute to users' intentions and behaviours
regarding technology adoption and usage (Hasselqvist, 2023; Foroughi, 2023). Recent studies have
modified the UTAUT2 model by eliminating certain factors (Strzelecki, 2023; Hasselqvist, 2023;
Foroughi, 2023) and analysed data using Partial Least Square-Structural Equation Modelling (PLS-
SEM). Most of these studies employed a modified version of a validated questionnaire by Sallam et al.
(2023).

3. Research Methodology

This research adopted the UTAUT model to identify key factors influencing ChatGPT
technology adoption in higher education. Employing a quantitative research design, the study aims to
quantify variables and establish relationships through statistical inference. This method is chosen for its
replicability, generalisability, and objectivity (Park, 2020), aligning with the positivist framework. The
target population comprises 590,254 higher education students in West Malaysia as of 2022 (UNESCO
World Higher Education Conference, 2022). The respondents for this study were students from the
Malaysian demographic, as the research focuses on the influence of GPT tools on academic behaviour
among higher education groups. These groups were classified based on various demographics,
including age, gender, field of study, and level of education. Employing an adequate sample size is
critical for ensuring statistical validity, as larger samples tend to provide greater statistical power and
enable more accurate generalisations about the population (Lokman et al., 2009). Accordingly, non-
probability convenience sampling is used in this study, with a minimum sample size of 119 university
students, calculated using Raosoft (9% margin of error, 95% confidence level). Data collection utilises
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a questionnaire with closed-ended questions based on a 5-point Likert scale (Croasmun & Ostrom,
2011). The survey instrument used in this study is a previously validated and reliable questionnaire that
has undergone rigorous testing. It has been employed in multiple published papers (Foroughi et al.,
2023), demonstrating that the items of the questionnaire are effective measures for data collection. The
questionnaire is divided into two sections: demographic information and ordinal data on variables.
Ethical principles for anonymity, confidentiality, and consensual response are observed throughout the
process (Oldendick, 2012; MRS Guidelines for Questionnaire Design, 2014). Data analysis was
performed using Jamovi, SmartPLS4, and Excel. Fig. 1 shows the method for data collection and
analysis used in this research.

The analysis methods include descriptive statistics, Partial Least Squares Structural Equation
Modelling (PLS-SEM) for regression analysis, and PLS Multi-Group Analysis (PLS-MGA) for
comparing data among different respondent groups. PLS-SEM aims to maximize covariance between
predictors and the response variable, while PLS-MGA allows for comparison of structural models
across different subgroups within the dataset.

The research model was derived from a modified version of the well-established (Unified Theory
of Acceptance and Use of Technology) UTAUT & UTAUT2 frameworks as presented in past research
papers (Strzelecki, 2023; Hasselqvist, 2023; Foroughi et al., 2023; Venkatesh et al., 2012) to identify
the strength and direction of correlations. Fig. 2 helps to visualize the theoretical structure and guide
the data analysis and interpretation process. It reflects the specific correlation of constructs, the effect
of influencing factors. This method presents constructs as latent variables, which are measured by
multiple observed indicators.

Figure 1

The Research Methods
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Figure 2

The Research Model
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The research model consists of two main components: the inner (structural) model and the outer
(measurement) model. The inner model defines relationships between latent variables, including the
endogenous variable Behavioural Intention (BI) and exogenous variables Performance Expectancy
(PE), Effort Expectancy (EE), Social Influence (SI), and Learning Value (LV). The outer model
comprises indicator variables measuring these latent constructs. This study modifies the UTAUT model
by excluding moderating variables and facilitating conditions due to their irrelevance or lack of
correlation with BI in the context of ChatGPT usage (Foroughi et al., 2023; Hasselqvist, 2023;
Strzelecki, 2023). The Learning Value variable is introduced based on its significance in previous
studies (SitarTaut & Mican, 2021; Foroughi et al., 2023). Additionally, the Behaviour Use construct is
excluded as it is directly associated with facilitating conditions (Foroughi et al., 2023). These
modifications aim to create a more focused and relevant model for examining ChatGPT adoption among
higher education students.

PE is defined as the user’s belief in how well a particular technology will help them perform a
specific task or achieve a particular goal efficiently (Venkatesh et al., 2012). Studies have demonstrated
a positive correlation between students’ use of chatbots for learning purposes and PE. Several
researchers have found that PE has a major influence on learners’ behavioural intention to use novel
educational technologies (Al-Emran et al., 2023). EE refers to the user’s perception of the ease
associated with using a particular technology. Any new technology requires additional effort to use
(Davis, 1989), which significantly impacts its acceptance (Chatterjee & Bhattacharjee, 2020; Venkatesh
& Davis, 2003). Sl is the degree to which an individual believes that people in their life influence their
perceptions and usage of a new technology (Leow et al., 2021). Social impact is particularly important
in the initial phases of technology adoption. LV assesses student’s perceptions of ChatGPT’s usefulness
as a learning tool for time savings and learning improvement (Hong et al., 2022; Yin et al., 2021;
Zacharias & Nikolopoulou, 2022). BI refers to an individual’s subjective probability or intention to use
a specific technology in the future (Shen et al., 2019; Venkatesh et al., 2012). The research hypotheses
are:

Hol: There is no correlation between PE and BI to use Chat-GPT
Hal: There is a positive correlation between PE and BI to use ChatGPT
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Ho2: There is no correlation between EE and BI to use Chat-GPT

Ha2: There is a positive correlation between EE and BI to use ChatGPT
Ho3: There is no correlation between SI and BI to use Chat-GPT

Ha3: There is a positive correlation between SI and BI to use ChatGPT
Ho4: There is no correlation between LV and BI to use Chat-GPT

Ha4: There is a positive correlation between LV and BI to use ChatGPT

4. Results and Discussions

A total of 353 individuals completed the questionnaire. Male respondents numbered 138 (39.1%),
and female respondents 215 (60.9%). Regarding education level, 80.2% were undergraduate students,
12.4% Masters, and 7.3% PhD. In terms of field of study, 96.4% were from IT/CS, 24.6% from natural
sciences, and 19% from social sciences. Age-wise, the 18-25 group comprised 79.6% of respondents,
the 25-35 age group 15%, and the 35+ age group 5.4%. The following sub-sections elaborate and
discuss further analysis results.

4.1 Construct Reliability and Validity
Table 1

Construct Reliability and Validity Calculations

Cronbach's Composite reliability =~ Composite reliability Average variance

alpha (tho a) (rho ¢) extracted (AVE)
EE 0.842 0.849 0.893 0.677
LV 0.865 0.875 0.909 0.714
PE 0.883 0.886 0914 0.682
SI 0.883 0.886 0.928 0.811

The reliability and validity of the measurements have been rigorously tested using multiple tests
for construct reliability, discriminant validity, variance inflation and Model fit assessment. Table 1
presents the Construct Reliability and Validity Calculations for the research model, showcasing four
key metrics (Cronbach's alpha, Composite reliability, and Average Variance Extracted) for each
construct (EE, LV, PE, and SI). The results strongly support the reliability and validity of the constructs
used in the study. All constructs demonstrate high Cronbach's alpha values (0.842-0.883) and composite
reliability measures (0.849-0.928), indicating excellent internal consistency and reliability.
Additionally, AVE values for all constructs exceed 0.5 (range: 0.677-0.811), demonstrating good
convergent validity. These findings provide robust evidence for the measurement model's validity,
lending credibility to the study's conclusions on ChatGPT adoption in higher education. The Heterotrait-
Monotrait Ratio (HTMT) values below the 0.85 threshold indicate strong discriminant validity. The
resulting values for PE < EE (HTMT = 0.86) and PE < LV (HTMT = 0.88) suggest a high degree of
similarity, likely due to a shared conceptual relationship between these constructs. Furthermore, the
highest cross-loading value for each item was associated with its respective construct, reinforcing the
discriminant validity of all constructs. Additionally, a Low Variance Inflation Factor (VIF < 3) indicates
minimal collinearity among the predictor variables within the regression model, which contributes to
more reliable and interpretable results. The Standardised Root Mean Square Residual (SRMR), which
measures the average discrepancy between the observed correlations and the model-predicted
correlations, had a value of 0.06. This suggests that the model fits the data well.

4.2 Descriptive Statistics
Measure of Central Tendency results showed high mean for PE (4.0-4.3), EE (4.0-4.4), which

indicates user satisfaction with the tool’s performance and learning value. For SI (3.4-3.5), is
comparatively low than the other factors, which suggests it is a less significant factor. Value for BI (4.1)
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indicates a generally positive intention to continue using the system. Most PE and EE items showed
low standard deviations, <1.0, indicating that respondents generally have consistent opinions about
these items. The kurtosis analysis (Table 2) of the latent variables reveals that most variables exhibit
mild deviations from a normal distribution. EE and PE show slightly leptokurtic distributions with
heavier tails, while LV is nearly mesokurtic, closely resembling a normal distribution. BI and SI display
slightly platykurtic distributions with lighter tails. These kurtosis values indicate data for most variables
are reasonably close to a normal distribution, with only minor deviations in the tails. This suggests that
the responses are generally well-distributed without extreme outliers, which is advantageous for many
statistical analyses. Measure of Skewness (Table 3) describes the asymmetry of the distribution of
values, showing strong negative skewness in PE, EE and LV indicating users generally perceived the
system very positively. Also, the near-zero skewness for SI factors indicates a balanced perception.

Table 2

Excess kurtosis of Latent Variables

Kurtosis
BI -0.239
EE 0.467 leptokurtic
LV 0.004 mesokurtic
PE 0.365 leptokurtic
SI -0.074 Platykurtic

Table 3

Latent Variable Skewness

Skewness
BI -0.693
EE -0.832
LV -0.631
PE -0.707
SI -0.038

4.3 Multivariate Analysis Using PLS-SEM

Fig.3 shows the result from PLS-SEM, named Modified UTAUT Model for ChatGPT Adoption
in Higher Education. The model demonstrates a strong positive relationship between PE and BI, with a
path coefficient of 0.681. This suggests that students' belief in ChatGPT's ability to enhance their
academic performance significantly influences their intention to adopt the technology. This finding
aligns with previous research showing that PE has a major influence on learners' behavioural intention
to use novel educational technologies (Al-Emran et al., 2023).

With a path coefficient of 0.623, EE shows a moderate to strong positive relationship with Bl
This implies that the perceived ease of using ChatGPT plays a crucial role in students' adoption
intentions, consistent with the findings of Venkatesh et al. (2012) on the importance of EE in technology
adoption. The path coefficient of 0.520 between SI and BI indicates a moderate positive relationship.
This suggests that opinions of peers, teachers, and other influential individuals have a notable impact
on students' intention to use ChatGPT, supporting previous findings on the role of social influence in
technology adoption in educational settings (Leow et al., 2021). LV shows the strongest relationship
with BI, with a path coefficient of 0.761. This indicates that the perceived educational benefits of using
ChatGPT have the most significant influence on students' adoption intentions. This finding supports the
inclusion of LV as a construct in the modified UTAUT model, aligning with previous studies that have
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highlighted the importance of learning value in educational technology adoption (Sitar-Taut & Mican,
2021; Foroughi et al., 2023). To align the model with the research objective, and narrow the theoretical
relevancy, the moderating factors have been removed. Past studies conclude little or no correlation of
‘Behavioural intention’ with facilitating conditions. The hypothesis has been proven irrelevant and
eliminated in past studies too (Strzelecki, 2023; Foroughi et al., 2023). The variable is irrelevant to the
model because the Chat GPT platform is an open-source, online and free tool. The ‘Behaviour Use’
construct of UTAUT is directly associated with ‘Facilitating conditions’, since our model has excluded
the predictor arable, the BU variable is also eliminated from the model. The principle of parsimony
suggests that all else being equal, simpler explanations or models are generally preferred over more
complex ones.

Figure 3

Modified UTAUT Model for ChatGPT Adoption in Higher Education
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The R? value of 0.610 for Behavioural Intention indicates that the model explains 61% of the
variance in the intention to use ChatGPT. This suggests a moderately strong explanatory power,
consistent with previous applications of modified UTAUT models in educational technology contexts
(Strzelecki, 2023; Hasselqvist, 2023; Foroughi, 2023).

These findings have significant implications for the integration of ChatGPT in higher education
settings. The strong influence of Learning Value suggests that educators and institutions should focus
on demonstrating the educational benefits of ChatGPT to encourage adoption. Additionally, the
moderate impact of Effort Expectancy highlights the importance of ensuring that ChatGPT is user-
friendly and easily integrated into existing learning environments. Future research could explore
potential moderating variables, such as age, gender, or prior experience with Al technologies, which
were excluded from this modified model. Furthermore, longitudinal studies could provide insights into
how these relationships evolve over time as ChatGPT becomes more prevalent in educational settings.
This modified UTAUT model provides valuable insights into the factors influencing ChatGPT adoption
among higher education students. By understanding these factors, educators and institutions can
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develop more effective strategies for integrating ChatGPT into the learning environment, potentially
enhancing student engagement and learning outcomes.

4.4 Hypothesis Result

Table 4 presents the results of hypothesis testing for the modified UTAUT model examining
ChatGPT adoption in higher education. The table includes four independent variables: Performance
Expectancy (PE), Effort Expectancy (EE), Learning Value (LV), and Social Influence (SI), and their
relationships with the dependent variable Behavioural Intention (BI).

Table 4

Result of the Hypothesis

BI Direction  Strength Alternate  Result Null Result
Hypothesis Hypothesis
PE p 0.143 Positive ~ Moderate
7 0.681 Positive Strong Hal TRUE Hol FALSE
f2 0.016 Small
EE p 0.122 Positive ~ Moderate
7 0.623 Positive Strong Ha2 TRUE Ho2 FALSE
f2 0.015) Small
LV g 0.523 Positive ~ Strong
7 0.761 Positive  Strong Ha3 TRUE Ho3 FALSE
f2 0.237 Moderate
SI g 0.072 Positive ~ Weak
7 0.52 Positive Weak Ha4 TRUE Ho4 FALSE
f2 0.008 Very Small

The result shows that all four hypotheses are supported, indicating that PE, EE, LV, and SI all
have positive relationships with BI. However, Learning Value (LV) stands out as the strongest predictor
of Behavioural Intention to use ChatGPT among higher education students, followed by Performance
Expectancy and Effort Expectancy. Social Influence, while still significant, has the weakest effect on
Behavioural Intention.

Data analysis was performed using Jamovi, SmartPLS4, and Excel. The analysis methods include
descriptive statistics, Partial Least Squares Structural Equation Modelling (PLS-SEM) for Multivariate
Analysis, and PLS Multi-Group Analysis (PLS-MGA) for comparing data among different respondent
groups. PLS-SEM aims to maximize covariance between predictors and the response variable, while
PLS-MGA allows for comparison of structural models across different subgroups within the dataset.

4.5 Comparison of Structural Models Across Different Subgroups Using PLS-MGA
Table 5

Categorisation of the Demographic Groups

Age Gender Level of Ed Field
18-25 Gl Male M Undergraduate U Natural sci NS
25-35 G2 Female F Masters PM Social Sci SS
35+ G3 PhD PP IT/CS IT
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Table 5 categorises the demographic groups used in the study, including age (18-25, 25-35, 35+),
gender (Male, Female), level of education (Undergraduate, Masters, PhD), and field of study (Natural
Sciences, Social Sciences, IT/CS).

Table 6

Path Coefficients, Age Group Comparison

Difference = Difference  1-tailed 1-tailed 2-tailed 2-tailed
(G1-G2) (G1-G3) (GlvsG2) (GlvsG3) (GlvsG2) (Glvs@G3)
p value p value p value p value
EE->BI  -0.085 -0.27 0.687 0.874 0.313 0.126
LV->BI 0241 0.13 0.235 0.242 0.235 0.242
PE->BI  -0.161 -0.131 0.785 0.697 0.215 0.303
ST -> BI -0.106 0.093 0.77 0.297 0.23 0.297

Table 6 compares path coefficients across age groups. The results show no statistically significant
differences between age groups for any of the paths (EE -> BI, LV -> BI, PE -> BI, SI -> BI), as all p-
values are greater than 0.05.

Table 7

Path Coefficients, Gender Comparison

Difference 1-tailed 2-tailed
(F-M) (F vs M) p value (F vs M) p value
EE > BI 0.136 0.123 0.123
LV ->BI -0.078 0.692 0.308
PE -> BI -0.017 0.544 0.456
SI -> BI 0.046 0.3 0.3

Table 7 presents a gender comparison of path coefficients. Similar to the age group comparison,
no statistically significant differences are observed between males and females for any of the paths,
with all p-values exceeding 0.05.

Table 8

Path Coefficients, ‘Level of Education’ Group Comparison

Difference  Difference  1-tailed 1-tailed 2-tailed 2-tailed
(U-PM) (U -PP) (UvsPM) (UvsPP) (UvsPM) (UvsPP)
p value p value p value p value
EE > BI 0.073 -0.092 0.401 0.716 0.401 0.284
LV > BI -0.059 0.23 0.584 0.162 0.416 0.162
PE > BI -0.102 -0.333 0.649 0.944 0.351 0.056
SI > BI 0.056 0.008 0.286 0.483 0.286 0.483

Table 8 compares path coefficients across education levels. Again, no statistically significant
differences are found between undergraduate, masters, and PhD students for any of the paths, with all
p-values above 0.05.
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Table 9

Path Coefficients, ‘Field of Education’ Group Comparison

Difference Difference 1-tailed 1-tailed 2-tailed 2-tailed
(NS -1IT) (NS - SS) (NS vs IT) (NSvsSS) (NSvsIT) (NS vs SS)
p value p value p value p value
EE > BI -0.091 0.147 0.738 0.188 0.262 0.188
LV ->BI -0.032 -0.287 0.57 0.922 0.43 0.078
PE -> BI 0.233 0.213 0.074 0.165 0.074 0.165
SI ->BI -0.206 -0.12 0.964 0.837 0.036 0.163

Table 9 compares path coefficients across fields of education. Most comparisons show no

significant differences, except for the SI -> BI path between Natural Sciences and IT/CS students, which
shows a statistically significant difference (p = 0.036 for the two-tailed test).
The above findings reveal that demographic factors such as age, gender, and education level generally
do not significantly influence the relationships between the independent variables (EE, LV, PE, SI) and
the behavioural intention to adopt ChatGPT among higher education students. However, a slight impact
of field of study on the relationship between Social Influence (SI) and Behavioural Intention (BI) was
observed, particularly when comparing Natural Sciences and IT/CS students. This suggests that while
the factors influencing ChatGPT adoption are relatively consistent across diverse student populations,
the influence of peers and authority figures may vary depending on the academic discipline. These
results indicate that strategies to promote or manage ChatGPT use in higher education could be broadly
applicable, with minor adjustments for different fields of study. Further research is recommended to
explore the reasons behind the difference in Social Influence between Natural Sciences and IT/CS
students and to investigate whether this finding is replicated in other studies or contexts.

5. Conclusion

This study investigated the factors influencing ChatGPT adoption among university students
using the UTAUT model. The findings reveal that LV is the strongest predictor of BI, followed by PE
and EE. SI, while significant, has the weakest effect. Demographic factors generally do not significantly
influence these relationships, except for a slight impact of field of study on the SI-BI relationship. The
results align with previous research on technology adoption in educational settings. The importance of
Learning Value corroborates the findings of Perera (2023) and Montenegro-Rueda (2023), who
highlighted ChatGPT's potential in enhancing learning experiences. The significance of Performance
Expectancy and Effort Expectancy aligns with Kirmani's (2023) observations on ChatGPT's role in
supplementing learning materials. Our study extends beyond previous research by providing a
comprehensive analysis of demographic factors, suggesting that ChatGPT's appeal transcends
traditional demographic boundaries.

The research confirms that performance expectancy, learning value, and effort expectancy
strongly influence the intention to use ChatGPT. Students perceive it as a valuable tool enhancing their
learning experience and efficiency, as demonstrated by Hasselqvist (2023) and Foroughi (2023).
However, certain technological limitations may reduce these factors' total effect (Kasneci, 2023). Social
influence has a weaker impact, consistent with findings by Strzelecki (2023) and Hasselqvist (2023).
These findings have implications for academia and industry, highlighting the importance of design
focus in developing interactive systems. Developers should prioritise enhancing ease of use and
perceived learning value to drive user engagement and satisfaction. Universities should integrate
ChatGPT into curricula, focusing on its learning value and ease of use. Additionally, EdTech companies
can develop Al-powered educational tools emphasising learning value and performance enhancement.
Policymakers could use these insights to develop guidelines supporting beneficial Al adoption in
education while addressing potential challenges. Understanding adoption factors can also aid in
developing public awareness campaigns about Al in education.
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The study identified that 39.5% variance remains unexplained, and survey responses might
contain self-reporting bias. While multigroup analysis differences are not statistically significant,
natural science students seem less affected by social influence, highlighting their objective approach to
technology (Tsang, 2017). Further research can be conducted to validate this research findings. Future
research directions include exploring the reasons behind differences in Social Influence between
Natural Sciences and IT/CS students, conducting longitudinal studies on adoption factors, and
investigating ethical considerations of widespread ChatGPT adoption in education. Furthermore, this
study's limitations include its use of non-probability convenience sampling with 353 respondents, which
restricts the generalisability of the findings. As such, the results should be interpreted as a case study
specific to the sample population rather than representative of the entire student population in the
country. To enhance the generalisability of these findings, future research should employ random
sampling techniques (Stratton, 2021). This approach would provide a more robust foundation for
drawing broader conclusions about ChatGPT adoption among university students.
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